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WHAT IS MACHINE 
LEARNING?

Machine learning is a type of artificial 

intelligence (AI) that enables computers 

to learn from data and experience, 

rather than being explicitly 

programmed.



TYPES OF 
MACHINE 
LEARNING

Supervised learning uses 

labelled data to predict 

an output variable.

Unsupervised learning 

looks for patterns or 

structure in unlabelled 

data.

Reinforcement learning 

learns from feedback to 

make decisions that 

maximize a reward. 

There are also subtypes 

and variations of 

machine learning 

algorithms, and specific 

techniques for specific 

tasks.



SUPERVISED LEARNING

Classification predicts a categorical 

output variable based on input.

Regression predicts a continuous output 

variable based on input features



SUPERVISED LEARNING

Classification predicts a categorical 

output variable based on input.

Regression predicts a continuous output 

variable based on input features



UNSUPERVISED 
LEARNING
• Clustering

• Dimension reduction

• Anomaly detection

K-Means ClusteringPrincipal Component Analysis (PCA)Anomaly detection



MACHINE LEARNING PIPELINE



DATA-DRIVEN 
IDENTIFICATION OF 

LONG-TERM GLYCEMIA 
CLUSTERS AND THEIR 

INDIVIDUALIZED 
PREDICTORS IN FINNISH 

PATIENTS WITH TYPE 2 
DIABETES



DATA PRE-
PROCESSING

Data cleaning: This involves detecting and correcting 

errors or inconsistencies in the data.

Data transformation: This involves transforming the data 

into a suitable format for ML algorithms.

Feature engineering: This involves selecting and creating 

relevant features from the raw data that can improve the 

performance of ML algorithms. 

Data integration: This involves combining data from 

multiple sources to create a more comprehensive dataset 

for analysis.





FEATURE IMPORTANCE AND 
SELECTION

Type of predictors Total number of 

predictors

Number of selected 

predictors

Clinical (C) 83 5

Clinical + Treatment (CT) 233 10

Clinical + Treatment + SES 

(CTS)

299 15



MODEL 
SELECTION, 

TRAINING, 
AND 

EVALUATION



MODEL 
EVALUATION



WHY 
EXPLAINABLE?



SHAP PLOT



THANK 
YOU!

Q U E S T I O N ?
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